H
f&
i
HX
pan
o
Gk
SH
P

— ShiER: BRI ESGEAPILC

Machine learning constantly evolves, making more complex decisions based on the
data it operates on. While most outcomes are anticipated, there is the distinct
possibility of an unanticipated or adverse outcome given the absence of human
supervision. The automated and artificial nature of Al raises new considerations
around the determination of liability. Tort law has traditionally been the mechanism
used in the law to address changes in society, including technological advances. In the
past, the courts have applied the established analytical framework of tort law and have

applied those legal principles to the facts as they are presented before the court.

We start the tort analysis with the following questions: Who is responsible? Who
should bear liability? In the case of Al, is it the programmer or developer? Is it the
user? Or is it the technology itself? What changes might we see to the standard of care
or the principles of negligent design? As the Al evolves and makes its own decision,
should it be considered an agent of the developer and if so, is the developer

vicariously liable for the decisions made by the Al that result in negligence?

The most common tort—being the tort of negligence—focuses on whether a party has
a duty of care to another, whether the party has breached the standard of care, and
whether damages have been caused by that breach. Reasonable foreseeability is a
central concept in negligence. Specifically, the test is whether a reasonable person is

able to predict or expect the general consequences that would result because of his or



her conduct, without the benefit of hindsight. The further that Al systems move away
from classical algorithms and coding, then they can display behaviours that are not
just unforeseen by their creators but are wholly unforeseeable. When there is a lack of
foreseeability, are we placed in a position where no one is liable for a result, which
may have a damaging effect on others? One would anticipate that our courts would

respond to prevent such a result.

In a scenario where there is a lack foreseeability, the law might replace its analysis
based on negligence to one based on strict liability. The doctrine of strict liability also
known as the rule in Rylands v Fletcher provides that a defendant will still be held
legally responsible when neither an intentional nor a negligent act has been found and

it is only proven that the defendant’s act resulted in injury to the plaintiff.

Should a negligence analysis remain, then the standard of care requirements will need
to be redefined in an Al context. Some of the following questions will be central to
the court’s consideration:
1. Is the decision-making transparent so that the court can determine how the
“black box” reached the outcome it did?
2. What steps were taken to monitor outcomes arising from machine learning?
3. Was the integrity and quality of the data appropriate for the purpose for which
it was intended?
4. Was the data used representative or does it promote bias and/or
discrimination?
5. Was the algorithm appropriately designed to guard against unintended

outcomes?
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